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| Disclaimer and credits
|

The following lecture has been taken from the following sources:
- Andrew Ng, Learning feature hierarchies and deep learning, ECCV’'10
Yan LeCun, Marc’Aurelio Ranzato, Deep Learning Tutorial, ICML’ 13
Honglak Lee, Tutorial on Deep Learning and Applications, NIPS’10

Li Deng, Deep Learning from Speech Analysis/Recognition to
Language/Multimodal Processing, ICML'14.

Big players in the field (beside Accademia)
Microsoft
Google
Bing
Facebook

Big names: Yoshua Bengio, Geoff Hinton, Yann LeCun, Marc’Aurelio
Ranzato, Andrew Ng, ...
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10 BREAKTHROUGH
TECHNOLOGIES 2013

With massive
amounts of
comﬁutational power,
machines can now
recognize objects and
translate speech in
real time. Artificial
intelligence is finally

Messages that guickly
self-destruct could
enhance the privacy
of online
communications and
make people freer to

Reading the DNA of
fetuses will be the
next frontier of the
genomic revolution.
But do you really want
to know about the
genetic problems or
musical aptitude of

Skeptical about 3-D
printing? GE, the
world's largest
manufacturer, is on
the verge of using the
technology to make

Rodney Brooks's
newest creation is
easy to interact with,
but the complex
innovaticns behind the
robot show just how
hard it is to get along

getting smart. 5 be spontanecus. 5 your unborn child? N |et parts. N with people. 5
Memoryimplants Smart Watches Ultra-Efficient Solar BigDatafrom Cheap Supergrids

Power Phones
A maverick

neuroscientist
believes he has
deciphered the code
by which the brain
forms long-term
memories. Next:
testing a prosthetic
implant for people
suffering from long-
term memaory loss.

¥

The designers of the
Pebble watch realized
that a mobile phone is
more useful if you
don't have to take it
out of your pocket.

¥

Doubling the
efficiency of a solar
cell would completely
change the
economics of
renewable energy.
MNanotechnology just
might make it
possible.
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Collecting and
analyzing information
from simple cell
phones can provide
surprising insights into
how people move
about and behave —
and even help us
understand the
spread of diseases.

¥

A new high-power
circuit breaker could
finally make highly
efficient DC power
grids practical. ,
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Enabling Cross-Lingual Conversations in Real Time

Microsoft Research The success of the team’s progress to date .
May 27, 2014 5:58 PM PT was on display May 27, in a talk by

Microsoft CEO Satya Nadella in Rancho VieW m i | eStOn eS

Palos Verdes, Calif., during the Code

Conference. During Nadella's conversation On the path tO

with Kara Swisher and Walt Mossberg of

the Re/code tech website relating to a new S kype Tra n Sl ato r

The path to the Skype e asked
Translator gained tage. Pall, the #SpeeChZSpeeCh
momentum with an ident of
encounter in the 3 :

autumn of 2010. Seide first time

and colleague Kit app, with Pall
Thambiratnam had rman-
developed a system » Diana

they called The

Translating! Telephone

for live speech-to-text

and snearh-tn-cnaarh

A core development
that enables Skype
translation came from
Redmond researcher Li
Deng. He invited Geoff
Hinton, a professor at
the University of
Toronto, to visit
Redmond in 2009 to
work on new neural-

network learning
methods, based on a
couple of seminal
papers from Hinton and
Li Deng (left) and Geoff Hinton. his collaborators in 2006

that had brought new
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<code/conference»

/ MOBILE

Microsoft’s Skype “Star Trek”
Language Translator Takes on
Tower of Babel

May 27,2014, 5:48 PM PDT

Analysts say the translation feature could have wide ranging applications

Remember the universal translator on Star Trek? The gadget that let Kirk and Spock talk

ECNICO DI MILANO

to aliens?



MIT Facebook Launches Advanced

'I'Reé:\lf}g‘c‘)\:ogy Al Effort to Find Meaning in
Your Posts

Septem b er 20, A technigque called deep learning could help Facebook understand
2013 its users and their data better.

...... Facebook’s foray into deep learning sees it following its
competitors Google and Microsoft, which have used the

approach to impressive effect in the past year. Google has A BRIEF GU'DE

hired and acquired leading talent in the field 'm FACEB““K

(see “ ")

and last year created software that taught itself to recognize INSIGHTS - :’i’i‘{:_f‘.':?.’;‘f;‘

cats and other objects by reviewing stills from YouTube videos. e Jacs than 1%
The underlying deep learning technology was later used to
slash the error rate of Google’s voice recognition services

(see ) oy

IMPRESSIONS

.... Researchers at Microsoft have used deep learning to build
a system that translates speech from English to Mandarin
Chinese in real time (see “ e 2

” et e b U
. reened v g ) bl pu bow
W) praple YW1 AT Macket

Chinese Web giant Baidu also recently established a

Silicon Valley research lab to work on deep learning. hrealomedton.



http://www.technologyreview.com/featuredstory/513696/deep-learning/
http://www.technologyreview.com/news/429442/google-puts-its-virtual-brain-technology-to-work/
http://www.technologyreview.com/news/507181/microsoft-brings-star-treks-voice-translator-to-life/

BloombergBusinessweek
Technology ——

The Race to Buy the Human Brains Behind
Deep Learning Machines

By Ashlee Vance W | January 27, 2014

intelligence projects. “DeepMind is bona fide in terms of its research capabilities
and depth,” says Peter Lee, who heads Microsoft Research.

According to Lee, Microsoft, Facebook (FB), and Google find themselves in a battle
for deep learning talent. Microsoft has gone from four full-time deep learning
experts to 70 in the past three years. “We would have more if the talent was there to
be had,” he says. “Last year, the cost of a top, world-class deep learning expert was
about the same as a top NFL quarterback prospect. The cost of that talent is pretty
remarkable.”
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MIT
Technology

Review

A NEWS & ANALYSIS - FEATURES | VIEWS | MULTIMEDIA | DISCUSSIONS | TOPICS = pofULAR: 10 BREAKTHROUGH TECHMOLOGIES

W 4 COMMEMNTS

COMPUTING NEWS

Chinese Search Giant Baidu
Hires Man Behind the “Google

Brain”

... @ China's Baidu Bets on Deep Learning
al @'Er MIT Technology Review - 3 days ago
Deep learning makes it possible for machines to process large
¥2 amounts of date using simulated networks of simple neurons,

IEMNLive

Baidu snatches Google's deep-learning visionary, Andrew ...

crudely modeled ...



APPLE CLEANTECH CLOUD DATA EUROPE MEDIA MORBILE

DARPA is working on its own

deep-learning project for natural-
language processing

Derrick Harris

f. 2Comments W f [ +7 ==
A a

The Defense Advanced I'm allergic
. to apples.
Research Projects Agency, or

DARFPA, is building a set of
technologies to help it better
understand human language so it

can analyze speech and text sources
and alert analysts of potentially

[ T i et oy e e

JOHM




GIGA' MM EVENTS RESEARCH

Apple Cleantech Cloud Data Europe Media Mobile Podcas

A startup called Skymind
launches, pushing open source
deep learning

errick Harris
f. No Comments §=7 f Eﬂ @ +7 ==
A a

Skymind is providing
commercial support and services for
an open source project called
deeplearning4j. Iit’s a collection of of
approaches to deep learning that
mimic those developed by leading
researchers, but tuned for enterprise
adoption.

photo: deviantART / rajasegar




Deep Learning — Herarchical feature learning
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Yan LeCun, Marc’Aurelio Ranzato

Deep Learning in a nutshell (IMCL 2013)

Deep learning can be summarized as learning both the representation and
the classifier out of it

- Fixed engineered features (or kernels) + trainable classifier

hand-crafted “Simple” Trainable

—_—  ——

Feature Extractor Classifier

V8.
- End-to-end learning / feature learning / deep learning

Trainable Trainable
—_— —_—

Feature Extractor Classifier
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I
Yan LeCun, Marc’Aurelio Ranzato

Modern pattern recogniton (IMCL 2013)

Speec:'h recognition (early 90’s — 2011)

Y

MFCC | Mix of Gaussians Classifier —

fixed unsupervised supervised

Low level Mid level
features features

Obiject recognition (2006 — 2012)

SIFT K-means

[

HoG Sparse Coding

o fixed unsupervised supervised
LfOW level I_ Mid level
eatures features
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I
Yan LeCun, Marc’Aurelio Ranzato

N Deep learning pipeline (IMCL 2013)

In deep learning we have multiple stages of non linear feature transformation

Low-Level| |Mid-Level| |High-Level Trainable

Feature Feature Feature Classifier

Feature visualization of convolutional net trained on ImageNet from [Zeiler & Fergus 2013]
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Learning the representation

Learning the representation is a challenging problem
for ML, CV, Al, Neuroscience, Cognitive Science, ...

Cognitive perspective
- How can a perceptual system build itself
by looking at the external world?
- How much prior structure is necessary?
Neuroscience

- Does the cortex «run» a single, general
learning algorithm? Or multiple simpler ones?

ML/AI Perspective
- What is the fundamental principle?
- What is the learning algorithm?
- What is the architecture?

Deep learning addresses the problem of learning
hierarchical representations with a single algorithm

Matteo Matteucci — matteo.matteucci@polimi.it - I

Yan LeCun, Marc’Aurelio Ranzato
(IMCL 2013)
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N ; ) Yan LeCun, Marc’Aurelio Ranzato
Mammalian visual cortex (IMCL 2013)

The ventral (recognition) pathway in the visual cortex has multiple stages

WHERE? {Motion,
Spatial Relationships)  WHAT? (Form, Color)}

[Parietal stream) [Inferotemporal stream]

s
N

PIT

ME stream
imagac-dom
BD stream
(blob-doming
V2
ID stream
{irterb oo-don
2 1 inter-
V1 4B
4Ca
Rat&na, ux
- M K ger muscle < __ -160-220 ms
2 N - . . .
L e Lt P o pue [picture from Simon Thorpe]
Wi x Spatal &o” Disparity c et
sa’s frequency £ Non-
Ve - on-Cartesian
VWK (highilow; <@ Wavelength &)
' motion
o et vl N [Gallant & Van Essen]
f () ; - i
AN (;_:g::g:‘; contour Pt @ Faces
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Yan LeCun, Marc’Aurelio Ranzato

Trainable features hierarchy (IMCL 2013)

Deep learning assumes it is possible to «learn» a hierarchy of descriptors
with increasing abstraction, i.e., layers are trainable feature transforms

I

In Image recognition Trainable Feature

- Pixel - edge — texton — motif — part — Transform
— object ¥

v

Trainable Feature

In text analysis
- Character —- word — word group — clause —

Transform

F 3

4

— sentence — story Trainable Feature
Transform
In speech recognition |
- Sample — spectral band — sound — ... — Trainabl;' Feature
phone — phoneme — word Transform

POLITECNICO DI MILANO
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Yan LeCun, Marc’Aurelio Ranzato

Architectures and algorithms (IMCL 2013)

Depending on the direction of the information flow we can have different
architectures for the hierarchy of features

Trainable Feature
Transform
- Feed forward (e.g., multilayer neural nets, I
convolutional nets, etc.) Trainable Feature
- Feed back (e.g., Stacked sparse coding, Transform
Deconvolutional nets, etc.) I
. Bi-directional (e.g, Deep Boltmann Machines, Trainable Feature
Transform
Stacked Auto-Encoders, etc.) I
Trainable Feature
We can have also different kind of learning protocols Transform
- Purely supervised I
: : : Trainable Feature
- Unsupervised (layerwise) + supervised on top Transform

- Unsupervised (layerwise) + global supervised
- Unsupervised pre-training through regularized auto-encoders + ...
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. . Kay Yu, Andrew Ng
Supervised learning (ECCV 2010)

Testing:
What is this?
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N : : : Kay Yu, Andrew Ng
Semi-supervised learning (ECCV 2010)

Testing:
What is this?
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I
Kay Yu, Andrew Ng

N Self-taught learning (ECCV 2010)

Testing:
What is this?

Matteo Matteucci — matteo.matteucci@polimi.it POLITECNICO DI MILANO



I
Kay Yu, Andrew Ng

N Self-taught learning (ECCV 2010)

Sparse

coding, |=2 ¢y, 0y, .-, Oy
LCC, etc.

Use learned ¢y, ¢,, ..., ¢, to represent training/test sets.

Using ¢, ¢,, ..., Oy
P2 S a2, e, 3y

\ When the labeled dataset is

small can give significant
improvement!
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Deep Learning — Neural Networks Autoencoders
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. . Kay Yu, Andrew Ng

Logistic regression (ECCV 2010)
||

Logistic regression has a learned parameter vector 0.

On input X, it outputs: ho(x) = U(HT;L')
1
1t exp(—07x)
where o(z) =1/(1 4 exp(—=2))

A logistic regression unit can be drawn as

X1
Xy o) 1
—_— [\ ) =
X, ’ 1 +exp(—0Tx)
+1
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Kay Yu, Andrew Ng
N Neural Network (ECCV 2010)

String a lot of logistic units together into a net (e.g., 3 layers)

Matteo Matteucci — matteo.matteucci@polimi.it POLITECNICO DI MILANO



I O
Kay Yu, Andrew Ng
| Neural Network (ECCV 2010)
||

Example 4 layer network with 2 output units:

+1

Layer 3
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B O

.. Kay Yu, Andrew Ng

Training a neural network (ECCV 2010)
|

Layer 1 Layer 2

Given training set (X4, Y1), (X2, Y2), (X3, Y3 ), -... adjust parameters 6 (for every
node) to make:

using classic gradient descent (i.e., backpropagation) algorithm
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I
: i Kay Yu, Andrew Ng
Unsupervised feature learning (ECCV 2010)

/X\l T
g N Autoencoder.
- Network trained to output the input
? E (i.e., to learn the identity function).
~, 1o (x) hg (;’L’) ~ T
X4 p——>
2 Trivial solution unless:
5 >
« Limited number of units in Layer
X b— 2 (compressed representation)
« Constrain Layer 2 to be sparse
Layer 2 Layer 3 (sparse representation)

Layer 1
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I
: i Kay Yu, Andrew Ng
Unsupervised feature learning (ECCV 2010)

X —>
%
Training a sparse autoencoder from
a dateset of unlabeled training R —
samples Xy, X,, ... by
Xy b—>
. 2
min||hg(x) — x|[] + A E ;|
0 X5 —>
J i J i
Reconstruction |
error term L, sparsity term X5 ——>

Layer 2 Layer 3
Layer 1
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I
Kay Yu, Andrew Ng
| Neural Network Autoencoder (ECCV 2010)
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I
Kay Yu, Andrew Ng
| Neural Network Autoencoder (ECCV 2010)

New representation for the input.
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Kay Yu, Andrew Ng
N Neural Network Autoencoder (ECCV 2010)

Train parameters so that 1g () ~ «,
subject to b,'s being sparse.

N O

% 5
A

.' Y (=)
! ;Iﬁ QZIA
Vo
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I
Kay Yu, Andrew Ng
| Neural Network Autoencoder (ECCV 2010)

—> ]’LQ (33)
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I
Kay Yu, Andrew Ng
| Neural Network Autoencoder (ECCV 2010)

b, ——
by
b, — b2
b, }— | b3 |
) New representation for the input
+
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Kay Yu, Andrew Ng
N Neural Network Autoencoder (ECCV 2010)

Train parameters so that /iy (1) ~ b,
subject to ¢;'s being sparse.

— e
;'AQI'X\Q LI

-
2 ho(x)
-
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I
Kay Yu, Andrew Ng
| Neural Network Autoencoder (ECCV 2010)

b, ¢y
3 c L he(a)
b, C3
+1 +1
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Kay Yu, Andrew Ng
Neural Network Autoencoder (ECCV 2010)

b C
al 1 1 —9 C
1
az b2 C2 — CQ
dj b, G | — > CB

New representation
for input.

+1 +1 +1

Use [c4, C3, C5] as representation to feed to a supervised
learning algorithm.
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. Li D
Deep Convolutional NN (||\/|C|_|20ir;g

. ) ) . Fully connected
CNN: local connections with weight sharing;

pooling for translation invariance Fully connected

.}

0

Fully connected

0

Convolution/pooling

0

Convolution/pooling

0

Convolution/pooling

0

Convolution/pooling

)

Convolution/pooling

0

Raw Image pixels
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: .. Li Deng
N Deep CNN for image recognition (IMCL 2014)
LeCun et al. 1998
C3:f. maps 16@10x10
INPUT C1: feature maps S4:1. maps 16@5x5
32532 B@26x28 52: 1. maps C5: layer
6@14x14 p - Folayer CUTPUT
|
Full c:nnrller_:ti‘:nn | Gaussian connections

Convolutions Subsampling Convolutions  Subsampling Full connection
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I
Kay Yu, Andrew Ng
N LeNet-5 (ECCV 2010)

%ﬂ“ \ LeNet 5 En:sznncu

answer: ()

TArPEs B .

3

\
bl
Bl
oy
l"!1
"]
=
-
1

o

J
0
2

Layer 1 Layer 5 Input

Layer 3

[Courtesy of Yan LeCun]
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Li Deng

N Deep CNN for image recognition (IMCL 2014)

LeCun et al. 1998
C3:f. maps 16@ 1010

INPUT C1: feature maps 54: 1. maps 16@5x5

3232 6@26x28 521 maps
5@ 14x14

Full mnrllection | Gaussian connections
Convolutions Subsampling Convolutions  Subsampling Full connection

SuperVision, 2012

1 [1 Output
13 13
5 ' - H13 3; . T3 il 13 dense” dense

Q 3 1000

192 192 128 L ||

2048 2048
128 |\ J

Y
48 90% parameters
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I
Li Deng

N ImageNet 1K Competition (2012) (IMCL 2014)

40

35

30

2

ol

2

Error
o

1

(¢

1

o

ol

N &
?Cc\\\*?\\ ot o2 N‘s\o
5 &

o
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Deep Learning — Deep Belief Networks
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. Kay Yu, And N

| Deep Belief Net i l(JECr(]:\/reZVél)log
||

Deep Belief Net (DBN) is another algorithm for learning a feature hierarchy
based on probabilistic graphical models.

Building block:
2-layer graphical model (Restricted Boltzmann Machine).

Layer 2. [a, a,, @3]
(binary-valued)

Input [X; X5, X3, X,]

We can learn additional layers one at a time
We can add a supervised classifier at the end
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. . Kay Yu, And N
Restricted Boltzmann machine (RBM) i l(JEcré\/rezch)m%

Layer 2. [a; a,, @]
(binary-valued)

Input [X; X,, X3, X,]

MRF with joint distribution: P a) xexp | — Y ra;11,

)
Use Gibbs sampling for inference.
Given observed inputs x, want maximum likelihood estimation:
max P(r) = max » P(xr, a)

W W

a

Matteo Matteucci — matteo.matteucci@polimi.it - I POLITECNICO DI MILANO




. . Kay Yu, And N
Restricted Boltzmann machine (RBM) i l(JEcré\/rezchm%

Layer 2. [a; a,, @]
(binary-valued)

Input [X; X,, X3, X,]

Learning boils down to gradient ascent on P(x)

AV[T,J — (X ([ilj’éaj]()bs o [1?'5aj]})1‘i()1‘)

[Xiaj]lops fiXiNg X to observed value, sampling a from P(a|x).
[Xiaj]rior from running Gibbs sampling to convergence.

Adding sparsity constraint on the a;’s usually improves results.
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I O
| DBN Greedy Learning (Hinton et al. 2006) ?ﬁf#gsla;oi%?

First step

- Construct an RBM with an
iInput layer v and a hidden layer h

Train the RBM
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I O
| DBN Greedy Learning (Hinton et al. 2006) ?ﬁf#gsla;oi%?

First step

- Construct an RBM with an
iInput layer v and a hidden layer h

Train the RBM
Second step

Stack another hidden layer on top
of the RBM to form a new RBM

Fix W;, sample h, from Q(h,,v) h
as input. 2

Train W, as RBM. W,

Q(h1/V) ‘ W1

Matteo Matteucci — matteo.matteucci@polimi.it - I POLITECNICO DI MILANO




I O
| DBN Greedy Learning (Hinton et al. 2006) mrégsla;oi%?

First step
Construct an RBM with an
iInput layer v and a hidden layer h
Train the RBM

Second step

Stack another hidden layer on top
of the RBM to form a new RBM

Fix W,, sample h; from Q(h,|v)
as input.
Train W, as RBM
h,lh )| W
Third step Qfh,| 1)‘ ’
Continue to stack layers
on top of the network, Q(h,|v) W

train it as previous step,
with samples from Q(h,|h,) V

Matteo Matteucci — matteo.matteucci@polimi.it - I
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I O
| DBN Greedy Learning (Hinton et al. 2006) ?ﬁf#gsla;oi%?

First step

Construct an RBM with an h,
iInput layer v and a hidden layer h

- Train the RBM
Second step
Stack another hidden layer on top
of the RBM to form a new RBM
Fix W,, sample h; from Q(h,|v)
as input.
- Train W, as RBM
Third step

Continue to stack layers
on top of the network, Q(h,|v) W
train it as previous step,

with samples from Q(h,|h,) V

And soon ...

Matteo Matteucci — matteo.matteucci@polimi.it - I
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I O
: : lak
| How does it work? (Hinton et al. 2006) ?ﬁf#gsazoﬁ
||

Easy approximate inference:

P(h,.,|h,) approximated
from the associated RBM

- Approximation because
P(h,.,) differs between

RBM and DBN
Training: h,
- Variational bound justifies
N arhyfv) | Wy
greedy layerwise
training of RBMs V

log P(x) > Hompx) + »  Q(hlx) (log P(h) + log P(x|h))
h

Trained by the second layer RBM
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: Honglak Lee
Deep Boltzmann Machines (NIPS 2010)

Undirected connections between all layers

Deep Boltzmann Machine Deep Belief Network

The training algorithm in Deep Boltzmann Machines has three phases
- Pre-training: initialize the model from stacked RBM
- Generative fine-tuning: variational approximation and persistent chain
- Discriminative fine-tuning: backpropagation w.r.t. output class

Matteo Matteucci — matteo.matteucci@polimi.it - I POLITECNICO DI MILANO




Deep Learning — Convolutional DBN Examples
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: : Kay Yu, Andrew Ng
N Convolutional DBN for audio (ECCV 2010)

<—— Max pooling unit

<—— Detection units

Spectrogram
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Kay Yu, Andrew Ng
(ECCV 2010)

N Convolutional DBN for audio

ANCAN AN AN AN AN

55X SR I

Spectrogram

o
Z
<
=
=
a
O
2
Z
|9
(T8}
-
—
o
(=
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Kay Yu, Andrew Ng

Probabilistic max pooling (ECCV 2010)
||
Convolutional NN Convolutional DBN

0 max {Xy, Xy, X3, Xy}

max {Xg, Xa, X3, X4 A Where x; are {0,1},
and mutually exclusive.
00100

AN AN AN

0)o)o)o) 1000 ‘0100

1 1
X, X, X5 X, A A

00110 000 1

Thus, 5 possible cases:

Where Xx; are real numbers.

Collapse 2" configurations into n+1
configurations. Allows inference.
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Kay Yu, Andrew Ng
(ECCV 2010)

N Convolutional DBN for audio
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: : Kay Yu, Andrew Ng
N Convolutional DBN for audio (ECCV 2010)

i —
Max pooling /\ /\ _Second CDBN

Detection units ——> layer

Max pooling —>

Detection units ——> layer

%Ammmm}OneCDBN

Spectrogram
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Kay Yu, Andrew Ng
CDBNs for speech (ECCV 2010)

. ‘
| |
|
H | E I
: : HA
c . - "
P bl | 1L LR B

Learned first-layer bases
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I
: Kay Yu, Andrew Ng
N| Convolutional DBN for Images (ECCV 2010)

object
“max-pooling” node (binary) models
Max pooling layer P
\
Detectlon layer H ’L'.'qu - ’ coobrftifn gﬁgrs],
N \ Hidden nodes (binary) of edges
Wk\ “Filter” weights (shared)
/ M / Input data V edges
Visible nodes (binary or real)
pixels
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N : : Kay Yu, Andrew Ng
Learning of object parts (ECCV 2010)

Examples of learned object parts from object categories

Faces Cars Elephants Chairs

"-.0! !I'-'

ol ¢U (3]
_U ':"T, g,-. r'

- -~ b~
B .'o’ n.‘

ﬁ r;.')-— —

CiLma
A =i
.h -r I'J—l'lp.
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N . . . Kay Yu, Andrew Ng
Training on multiple objects (ECCV 2010)

Trained on 4 classes (cars, faces, motorbikes, airplanes).

H(class|neuron active)

11— . SR .
More specific Wlfirst layer
features. 0.8 Msecond layer
third layer
0.6r 7
0.4;
Shared-features
and object- 0.2f
specific features.

0 0 0.5 1 1.5 2

Conditional entropy

AESKINIEF
b L] Ll
A 04NN

SnSlsE
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. . T Kay Yu, Andrew Ng
N Hierarchical probabilistic inference (ECCV 2010)

Generating posterior samples from faces by “filling in” experiments
(cf. Lee and Mumford, 2003). Combine bottom-up and top-down inference.

Input images

Samples from
feedforward
Inference

(control)

Samples from
Full posterior
inference
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Kay Yu, Andrew Ng

Scaling up with graphics processors (ECCV 2010)
|
Published source Application Params
Hinton et al., 2006 Digit images 1.6mn
Hinton & Salakhutdinov | Face images 3.8mn US$
Salakhutdinov & Hinton | Sem. hashing | 2.6mn 250
Ranzato & Szummer Text 3mn
Using GPU (Raina et al., 2009) 100mn |
[T - NVIDIA GPU
Peak _
GFlops .
Intel CPU
280
= — S —0—9

2003 2004 2005 2006 2007 2008

(Source: NVIDIA CUDA Programming Guide)

Matteo Matteucci — matteo.matteucci@polimi.it - I POLITECNICO DI MILANO




Kay Yu, Andrew Ng
N Some benchmarks ... (ECCV 2010)

m
TIMIT Phone classification TIMIT Speaker identification
©  Prior art (Clarkson et al.,1999)  79.6% Prior art (Reynolds, 1995) 99.7%
O
<3E Stanford Feature learning 80.3% Stanford Feature learning 100.0%
o CIFAR Object classification NORB Object classification
% Prior art (Yu and Zhang, 2010) 74.5% Prior art (Ranzato et al., 2009) 94.4%
§ Stanford Feature learning 75.5% Stanford Feature learning 96.2%

UCF activity classification Hollywood2 classification

Prior art (Kalser et al., 2008) 86% Prior art (Laptev, 2004) 47%

Stanford Feature learning 87% Stanford Feature learning 50%

AVLletters Lip reading

Multimodal (audio/video) Prior art (Zhao et al., 2009) 58.9%
Stanford Feature learning 63.1%

Video
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Deep Learning — ImageNet
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Object Recognition: ILSVRC 2012 Results Yan Letun, MarC’Aurﬁl.i\icRLa%fg

ImageNet Large Scale Visual Recognition Challenge
- 1000 cathegories

- 1.5 Million labeled training samples

TASK 1 - CLASSIFICATION TASK 2 - DETECTION
35 ! g ! ! ! ' '

501

401

10 L.

CNN  SIFT+FV  SVM1  SVMZ2  NCM 0

CNN DPM-SVMf DPM-SVM2
\I Krizhevsky, Sutskever, Hinton (2012)
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I O
: . Yan LeCun, Marc’Aurelio R
N| Krizhevsky, Sutskever, Hinton (2012) o e TR ”rﬁéﬁcfé‘éﬂi

Large convolutional net
- 650K neurons, 832M synapses, 60M parameters
Trained with backpropagation on GPU

Trained «with all the tricks Yann came up with in
the last 20 years, plus dropout» (Hinton NIPS’10)

Image preprocessing: contrast normalization,
rectification, etc.

Error rate: 15% (whenever the correct class isn’t in top 5)
Previous state of the art: 25% error

A revolution in Computer Vision
Acquired by Google in Jan 2013
Deployed in Google+ Photo Tagging in May 2013
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And the winner is ...

4M

16M
37M

442K

1.3M
884K

307K

35K

Yan LeCun, Marc’Aurelio Ranzato

(IMCL 2013)
FULL CONNECT 4Mflop o E
E
FULL 4096/RelLU 16M N
FULL 4096/RelLU 37M k=
MAX POOLING =
CONV 3x3/ReLU 256fm | 7.y | e
CONV 3x3ReLU 384fm 224M LB
CONV 3x3/ReLU 384fm 149M = s
MAX POOLING 2x2sub e vl }
LOCAL CONTRAST NORM B J = “J
CONV 11x11/ReLU 256fm 223 = i =
MAX POOL 2x2sub = 4
LOCAL CONTRAST NORM B ——~—— %=
CONV 11x11/ReLU 96fm | 105 e
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Yan LeCun, Marc’Aurelio Ranzato

Classification examples ... (IMCL 2013)

mite s container shi motor scooter

mite container ship motor scooter leopard

black widow lifeboat go-kart jaguar
cockroach amphibian moped cheetah
tick fireboat bumper car ']—, snow leopard
starfish drilling platform golfcart Egyptian cat

3 o -

%

grille mushroom cherry adagascar cat
__convertible agaric dalmatian squirrel monkey
grille mushroom grape spider monkey

pickup jelly fungus elderberry _|_' titi

beach wagon gill fungus |ffordshire bullterrier indri
fire engine || dead-man's-fingers currant howler monkey
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Retrieval examples ...

Retrieved Images

s 1 ‘P. r

LU

. S0 -
- o
& |
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I
Yan LeCun, Marc’Aurelio Ranzato

N Zeiler and Fergus (2013) (IMCL 2013)

Convolutional network
- 8 layers, input 224x224 pixels

- Conv — pool — conv — pool — conv
conv — conv — full — full — full

- Rectified-linear Units (ReLU)
- Divisive contrast normalization
across features [Jarret et al. 2009]
Trained on ImageNet 2012 training set
- 1.3M images, 1000 classes
- 10 different crops/flips per image

Clarifai 11.7%

. ) NUS 13.0%
Stochastic gradient descent

- 70 epochs (7-10 days)
- Learning rate anealing

ZF 13.5%
Andrew Howard 13.6%
OverFeat-NYU 14.1%

Regularization with dropout
UvA-Euvison 14.2%
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Yan LeCun, Marc’Aurelio Ranzato

http://horatio.cs.nyu.edu/ (IMCL 2013)

Image Classifler Demo - Chromium

L] image Classifier Demea

£ & | [ heratio.cs.nyu.edu w7 da I =1 % = & =
[9 academic.rese... &9 Arduinc Blog | PrintrbotTalk F... E[P FrenchDistrict... [T] Boing Boing ~ [ Other Bookmarks
|T“"|:':IQE Classifier Demo Damo About lTerms

Image Classifier Demo <

Upload your images to have tham classified by a machine! Upload multiple images using the button below or dropping them an
this page. The predicted objects will be refreshed automatically. Images are resized such that the smallest dimension becomes
256, then the center 256x2 56 crop is used. More about the demo can be found here .

+ Upload Images _ | Show help tips

1 1 agree to the Terms of Use

Demo Notes

= If your images have objects that are not in the 1,000 categories of ImageMet, the modal will not know about them.

« Other objacts can be added from all 20,000+ ImagaeiMeat categories (it may be slow to load the autocomplate results. . just wait a little).
+« The maximum file size for uploads in this demo s 10 MB.

+ Only image files (JPEG, JPG, GIF, PNG) are allowed in this demo .

+ You can drag & drop files from your deskiop on this webpage with Google Chrome, Mozilla Firefox and Apple Safari

= Some mobile browsers are known to work, others will not. Try updating your browser or contact us with the problem

= All images for your currant IP and browsing session are shown above and not shown to othars.

+« This demo is powered by research out of New York University. Click hara to find out more

« It you encounter problems, please contacl zeiler@os.nyu.edu

Demo created by: Matthew Zeiler

-

NEW YORK UNIVERSITY @ Copyright 2013
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Yan LeCun, Marc’Aurelio Ranzato

Features are generic (IMCL 2013)
||

75 ! ! ! ! ! ‘
Network trained on ST N S T e
imageNet first o stateottheattwitt ]
Last layer chopped off + soboodico_ OnYy B training examples
Last layer trained on Y SO B— S s B .
Caltech 256 keeping |§ as|-Fo T e e
previous layers fixed U O i e R
State of the art accuracy 1 S M N e
with only 6 samples/class . . i ~Sohn etal ;

250 10 20 30 40 50 60

Training Images per—class

A% [ 151 [ 1107 [ Ours [[ Ace% ] (15 [ 1197 | Ours |
Auplane | 920 | 97.3 | 960 || Diningtable | 632 | 778 | 677 |
[Bicyde | 742 | 842 | 771 || Dog | 689 | 83.0 | 878 |
Similar results obtained | BT R I BN e 7 T
Boat | 775 | 853 | 855 || Motorbikc | 810 | 90.1 | 85.1 |
on PASCAL VOC 2012 | o e T R ON

. » | Bus [ 852 | 89.9 [ 858 [[ Pottedplant | 559 [ 57.8 | 522 |
Image recognition dataset KR RN IEEEEEEE PE RN
| Cat [ 764 | 893 [ 912 [[ Sofa | 654 [ 734 | 6L |
| Chair [ 652 | 754 [ 650 [[ Train | 86.7 | 94.5 | 918 |
[ Cow [ 632 | 77.8 [ 744 [[ Tv/monitor | 774 [ 80.7 | 76.1 |

(Mean | 743 | 822 [ 790 [ Fwon [0 [ 15 [5 |
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Yan LeCun, Marc’Aurelio Ranzato

ConvNet for scene parsing (IMCL 2013)

Each output sees a large input context
- 46x46 window at full res., 92x92 and %z res., 184x814 at Va4 res.
- [7x7conv] —[2x2pool]—[7x7conv] —[2x2pool] —[7x7conv] —
- Trained supervised on fully labeled images

RGBE Input

' 4 Categories
lll
vl -u.l- 1# S

Upsampled

i e

Laplacian Level 1 Level 2

- Level 2 Features
Pyramid Features Features
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Yan LeCun, Marc’Aurelio Ranzato

Semantic labeling (IMCL 2013)

Labeling each pixel with the object it belongs to ...

[Farabet et al. ICML 2012, PAMI 2013]
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Yan LeCun, Marc’Aurelio Ranzato

Outdoor scene interpretation (IMCL 2013)

NoO post processing required
Frame by frame scene interpretation
Runs at 50ms/frame on Virtes-6 FPGA Hardware
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Yan LeCun, Marc’Aurelio Ranzato

Indoor scene interpretation (IMCL 2013)

NYU RGB-Deph Indoor Dataset
- 407024 RGBD images
- 1449 labeled frames
- 849 object categories

Our results

= wall == books = chair == furniture mm sofa mm object m TV
= bed i ceiling m floor pict./deco mm table mm window = uknw
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Deep Learning — Deep Questions?
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