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Disclaimer and credits

The following lecture has been taken from the following sources:

• Andrew Ng, Learning feature hierarchies and deep learning, ECCV’10

• Yan LeCun, Marc’Aurelio Ranzato, Deep Learning Tutorial, ICML’13

• Honglak Lee, Tutorial on Deep Learning and Applications, NIPS’10

• Li Deng, Deep Learning from Speech Analysis/Recognition to 

Language/Multimodal Processing, ICML’14.

Big players in the field (beside Accademia)

• Microsoft

• Google

• Bing

• Facebook

Big names: Yoshua Bengio, Geoff Hinton, Yann LeCun, Marc’Aurelio

Ranzato, Andrew Ng, …
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……Facebook’s foray into deep learning sees it following its 

competitors Google and Microsoft, which have used the 

approach to impressive effect in the past year. Google has 

hired and acquired leading talent in the field 

(see “10 Breakthrough Technologies 2013: Deep Learning”), 

and last year created software that taught itself to recognize 

cats and other objects by reviewing stills from YouTube videos. 

The underlying deep learning technology was later used to 

slash the error rate of Google’s voice recognition services 

(see “Google’s Virtual Brain Goes to Work”)

…. Researchers at Microsoft have used deep learning to build 

a system that translates speech from English to Mandarin 

Chinese in real time (see “Microsoft Brings Star Trek’s Voice 

Translator to Life”). 

Chinese Web giant Baidu also recently established a 

Silicon Valley research lab to work on deep learning.

September 20, 

2013

http://www.technologyreview.com/featuredstory/513696/deep-learning/
http://www.technologyreview.com/news/429442/google-puts-its-virtual-brain-technology-to-work/
http://www.technologyreview.com/news/507181/microsoft-brings-star-treks-voice-translator-to-life/
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Deep Learning in a nutshell

Deep learning can be summarized as learning both the representation and 

the classifier out of it

• Fixed engineered features (or kernels) + trainable classifier

• End-to-end learning / feature learning / deep learning

13

Yan LeCun, Marc’Aurelio Ranzato 
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Modern pattern recogniton

Speech recognition (early 90’s – 2011)

Object recognition (2006 – 2012)
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Yan LeCun, Marc’Aurelio Ranzato 
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Deep learning pipeline

In deep learning we have multiple stages of non linear feature transformation

Feature visualization of convolutional net trained on ImageNet from [Zeiler & Fergus 2013]
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Learning the representation

Learning the representation is a challenging problem 

for ML, CV, AI, Neuroscience, Cognitive Science, ...

Cognitive perspective

• How can a perceptual system build itself 

by looking at the external world?

• How much prior structure is necessary?

Neuroscience

• Does the cortex «run» a single, general 

learning algorithm? Or multiple simpler ones?

ML/AI Perspective

• What is the fundamental principle? 

• What is the learning algorithm? 

• What is the architecture?

Deep learning addresses the problem of learning 

hierarchical representations with a single algorithm
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Yan LeCun, Marc’Aurelio Ranzato 

(IMCL 2013)
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Mammalian visual cortex

The ventral (recognition) pathway in the visual cortex has multiple stages
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Trainable features hierarchy

Deep learning assumes it is possible to «learn» a hierarchy of descriptors 

with increasing abstraction, i.e., layers are trainable feature transforms

In image recognition

• Pixel → edge → texton → motif → part → 

→ object

In text analysis

• Character → word → word group → clause →

→ sentence → story

In speech recognition

• Sample → spectral band → sound → ... →

phone → phoneme → word
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Architectures and algorithms 

Depending on the direction of the information flow we can have different 

architectures for the hierarchy of features

• Feed forward (e.g., multilayer neural nets,

convolutional nets, etc.)

• Feed back (e.g., Stacked sparse coding, 

Deconvolutional nets, etc.)

• Bi-directional (e.g, Deep Boltmann Machines,

Stacked Auto-Encoders, etc.)

We can have also different kind of learning protocols

• Purely supervised

• Unsupervised (layerwise) + supervised on top

• Unsupervised (layerwise) + global supervised

• Unsupervised pre-training through regularized auto-encoders + ...
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Yan LeCun, Marc’Aurelio Ranzato 
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Supervised learning

Testing:

What is this?  

Cars Motorcycles

Kay Yu, Andrew Ng

(ECCV 2010)
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Semi-supervised learning

Unlabeled images (all cars/motorcycles)

Testing:

What is this?  

Car Motorcycle

Kay Yu, Andrew Ng

(ECCV 2010)
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Self-taught learning

Testing:

What is this?  

Car Motorcycle

Unlabeled images (random internet images)

Kay Yu, Andrew Ng

(ECCV 2010)
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Self-taught learning

Sparse 
coding,  

LCC, etc. 
f1, f2, …, fk

Use learned f1, f2, …, fk to represent training/test sets. 

Using f1, f2, …, fk
a1, a2, …, ak

Car Motorcycle

Unlabeled images

(random internet images)

Kay Yu, Andrew Ng

(ECCV 2010)

When the labeled dataset is 

small can give significant 

improvement!
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Logistic regression has a learned parameter vector q.  

On input x, it outputs:

where  

A logistic regression unit can be drawn as

Logistic regression

x1

x2

x3

+1

Kay Yu, Andrew Ng

(ECCV 2010)
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Neural Network

String a lot of logistic units together into a net (e.g., 3 layers)

x1

x2

x3

+1 +1

a3

a2

a1

Layer 1 Layer 3

Layer 3

Kay Yu, Andrew Ng

(ECCV 2010)



Matteo Matteucci – matteo.matteucci@polimi.it

Neural Network

Example 4 layer network with 2 output units: 

x1

x2

x3

+1 +1

Layer 1 Layer 2

Layer 4+1

Layer 3

Kay Yu, Andrew Ng

(ECCV 2010)
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Training a neural network

Given training set (x1, y1), (x2, y2), (x3, y3 ), …. adjust parameters q (for every 

node) to make: 

using classic gradient descent (i.e., backpropagation) algorithm

Kay Yu, Andrew Ng

(ECCV 2010)
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Unsupervised feature learning

Autoencoder.

Network trained to output the input 

(i.e., to learn the identity function). 

Trivial solution unless:

• Limited number of units in Layer 

2 (compressed representation)

• Constrain Layer 2 to be sparse 

(sparse representation) 

x4

x5

x6

+1

Layer 1

Layer 2

x1

x2

x3

x4

x5

x6

x1

x2

x3

+1

Layer 3

a1

a2

a3

Kay Yu, Andrew Ng

(ECCV 2010)
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Training a sparse autoencoder from

a dateset of unlabeled training 

samples x1, x2, … by

Unsupervised feature learning

a1

a2

a3

Reconstruction

error term L1 sparsity term

x4

x5

x6

+1

Layer 1

Layer 2

x1

x2

x3

x4

x5

x6

x1

x2

x3

+1

Layer 3

a1

a2

a3

Kay Yu, Andrew Ng

(ECCV 2010)
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Neural Network Autoencoder

31
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Neural Network Autoencoder

32

x4

x5

x6

+1

x1

x2

x3

+1

a1

a2

a3

New representation for the input. 

Kay Yu, Andrew Ng

(ECCV 2010)
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Neural Network Autoencoder

33
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Kay Yu, Andrew Ng

(ECCV 2010)

Train parameters so that                  ,

subject to bi’s being sparse. 
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Neural Network Autoencoder

34
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Neural Network Autoencoder

35

x4

x5

x6

+1

x1

x2

x3

+1

a1

a2

a3

+1

b1

b2

b3

New representation for the input 

Kay Yu, Andrew Ng

(ECCV 2010)
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Neural Network Autoencoder
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Train parameters so that                  ,

subject to ci’s being sparse. 

Kay Yu, Andrew Ng

(ECCV 2010)
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Neural Network Autoencoder

37

x4

x5

x6

+1

x1

x2

x3

+1

a1

a2

a3

+1

c1

c2

c3

+1

b1

b2

b3

Kay Yu, Andrew Ng

(ECCV 2010)



Matteo Matteucci – matteo.matteucci@polimi.it

Neural Network Autoencoder

38
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New representation 

for input.

Use [c1, c3, c3] as representation to feed to a supervised 

learning algorithm.

Kay Yu, Andrew Ng

(ECCV 2010)
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CNN: local connections with weight sharing;

pooling for translation invariance 

Convolution/pooling

Convolution/pooling

Convolution/pooling

Raw Image pixels

Convolution/pooling

Convolution/pooling

Fully connected

Fully connected

Fully connected

Deep Convolutional NN 

Image

Pooling

Convolution

Li Deng

(IMCL 2014)
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LeCun et al. 1998

Deep CNN for image recognition
Li Deng

(IMCL 2014)
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LeNet-5

[Courtesy of Yan LeCun]

Kay Yu, Andrew Ng

(ECCV 2010)

Layer 1

Layer 3

Layer 5 Input
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LeCun et al. 1998

SuperVision, 2012

Output

90% parameters

Deep CNN for image recognition
Li Deng

(IMCL 2014)
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ImageNet 1K Competition (2012)
Li Deng

(IMCL 2014)
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Deep Belief Net

Deep Belief Net (DBN) is another algorithm for learning a feature hierarchy 

based on probabilistic graphical models. 

Building block: 

• 2-layer graphical model (Restricted Boltzmann Machine).

• We can learn additional layers one at a time

• We can add a supervised classifier at the end 

Input [x1, x2, x3, x4]

Layer 2. [a1, a2, a3]

(binary-valued) 

x4
x1 x2 x3

a2 a3
a1

Kay Yu, Andrew Ng

(ECCV 2010)
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Restricted Boltzmann machine (RBM) 

MRF with joint distribution: 

Use Gibbs sampling for inference.

Given observed inputs x, want maximum likelihood estimation: 

Input [x1, x2, x3, x4]

Layer 2. [a1, a2, a3]

(binary-valued) 

x4
x1 x2 x3

a2 a3
a1

Kay Yu, Andrew Ng

(ECCV 2010)
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Restricted Boltzmann machine (RBM) 

Learning boils down to gradient ascent on P(x)

• [xiaj]obs fixing x to observed value, sampling a from P(a|x).

• [xiaj]prior from running Gibbs sampling to convergence. 

Adding sparsity constraint on the ai’s usually improves results. 

Input [x1, x2, x3, x4]

Layer 2. [a1, a2, a3]

(binary-valued) 

x4
x1 x2 x3

a2 a3
a1

Kay Yu, Andrew Ng

(ECCV 2010)
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DBN Greedy Learning (Hinton et al. 2006)

First step

• Construct an RBM with an 

input layer v and a hidden layer h

• Train the RBM

48

x4
x1 x2 x3

a2 a3
a1

Honglak Lee

(NIPS 2010)

h1

v

W1
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DBN Greedy Learning (Hinton et al. 2006)

First step

• Construct an RBM with an 

input layer v and a hidden layer h

• Train the RBM

Second step

• Stack another hidden layer on top 

of the RBM to form a new RBM

• Fix W1, sample h1 from Q(h1,v)

as input. 

• Train W2 as RBM.

49

Honglak Lee

(NIPS 2010)

h1

v

W1

h2

W2

Q(h1|v)
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DBN Greedy Learning (Hinton et al. 2006)

First step

• Construct an RBM with an 

input layer v and a hidden layer h

• Train the RBM

Second step

• Stack another hidden layer on top 

of the RBM to form a new RBM

• Fix W1, sample h1 from Q(h1|v)

as input. 

• Train W2 as RBM

Third step

• Continue to stack layers 

on top of the network,

train it as previous step,

with samples from Q(h1|h2)

50

Honglak Lee

(NIPS 2010)
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DBN Greedy Learning (Hinton et al. 2006)

First step

• Construct an RBM with an 

input layer v and a hidden layer h

• Train the RBM

Second step

• Stack another hidden layer on top 

of the RBM to form a new RBM

• Fix W1, sample h1 from Q(h1|v)

as input. 

• Train W2 as RBM

Third step

• Continue to stack layers 

on top of the network,

train it as previous step,

with samples from Q(h1|h2)

And so on …

51

Honglak Lee

(NIPS 2010)
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How does it work? (Hinton et al. 2006)

Easy approximate inference:

• P(hk+1|hk) approximated 

from the associated RBM

• Approximation because 

P(hk+1) differs between 

RBM and DBN

Training:

• Variational bound justifies

greedy layerwise

training of RBMs 

52

Honglak Lee

(NIPS 2010)
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Deep Boltzmann Machines

Undirected connections between all layers

Deep Boltzmann Machine                        Deep Belief Network

The training algorithm in Deep Boltzmann Machines has three phases

• Pre-training: initialize the model from stacked RBM

• Generative fine-tuning: variational approximation and persistent chain

• Discriminative fine-tuning: backpropagation w.r.t. output class

53

Honglak Lee

(NIPS 2010)
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Convolutional DBN for audio

Spectrogram

Detection units

Max pooling unit

Kay Yu, Andrew Ng

(ECCV 2010)
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Convolutional DBN for audio

Spectrogram

Kay Yu, Andrew Ng

(ECCV 2010)
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Probabilistic max pooling

X3X1 X2 X4

max {x1, x2, x3, x4}

Convolutional NN Convolutional DBN

Where xi are real numbers.

Where xi are {0,1}, 

and mutually exclusive.  

Thus, 5 possible cases:

Collapse 2n configurations into n+1 

configurations. Allows inference.  

X3X1 X2 X4

max {x1, x2, x3, x4}0

0 0 0 0

0

0 0 0 0 0 0 0 0 0 0

00000 0

1 1

1

1

11

1

1

Kay Yu, Andrew Ng

(ECCV 2010)
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Convolutional DBN for audio

Spectrogram

Kay Yu, Andrew Ng

(ECCV 2010)
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Convolutional DBN for audio

One CDBN 

layerDetection units

Max pooling

Detection units

Max pooling
Second CDBN 

layer

Kay Yu, Andrew Ng

(ECCV 2010)
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CDBNs for speech

Learned first-layer bases

Kay Yu, Andrew Ng

(ECCV 2010)
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Convolutional DBN for Images

Visible nodes (binary or real)

Wk

Detection layer H

Max-pooling layer P

Hidden nodes (binary)

“Filter” weights (shared)

‘’max-pooling’’ node (binary)

Input data V

Kay Yu, Andrew Ng

(ECCV 2010)

pixels

edges

object parts

combination 

of edges

object 

models



Matteo Matteucci – matteo.matteucci@polimi.it

Examples of learned object parts from object categories

Learning of object parts

Faces Cars Elephants Chairs

Kay Yu, Andrew Ng

(ECCV 2010)
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Training on multiple objects

Trained on 4 classes (cars, faces, motorbikes, airplanes). 

H(class|neuron active)

Kay Yu, Andrew Ng

(ECCV 2010)

Shared-features 

and object-

specific features.

More specific 

features. 
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Input images

Samples from 
feedforward 
Inference 

(control)

Samples from 
Full posterior
inference 

Hierarchical probabilistic inference

Generating posterior samples from faces by “filling in” experiments

(cf. Lee and Mumford, 2003).  Combine bottom-up and top-down inference. 

Kay Yu, Andrew Ng

(ECCV 2010)
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Scaling up with graphics processors

Peak 

GFlops

NVIDIA GPU

US$ 

250

2003             2004     2005    2006             2007                 2008

(Source: NVIDIA CUDA Programming Guide)

Intel CPU

Using GPU (Raina et al., 2009)

Kay Yu, Andrew Ng

(ECCV 2010)
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TIMIT Phone classification Accuracy

Prior art (Clarkson et al.,1999) 79.6%

Stanford Feature learning 80.3%

TIMIT Speaker identification Accuracy

Prior art (Reynolds, 1995) 99.7%

Stanford Feature learning 100.0%A
u

d
io

Im
a
g
e
s

Multimodal (audio/video)

CIFAR Object classification Accuracy

Prior art (Yu and Zhang, 2010) 74.5%

Stanford Feature learning 75.5%

NORB Object classification Accuracy

Prior art (Ranzato et al., 2009) 94.4%

Stanford Feature learning 96.2%

AVLetters Lip reading Accuracy

Prior art (Zhao et al., 2009) 58.9%

Stanford Feature learning 63.1%

V
id

e
o

UCF activity classification Accuracy

Prior art (Kalser et al., 2008) 86%

Stanford Feature learning 87%

Hollywood2 classification Accuracy

Prior art (Laptev, 2004) 47%

Stanford Feature learning 50%

Some benchmarks ...
Kay Yu, Andrew Ng

(ECCV 2010)
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Object Recognition: ILSVRC 2012 Results

ImageNet Large Scale Visual Recognition Challenge

• 1000 cathegories

• 1.5 Million labeled training samples

68

Krizhevsky, Sutskever, Hinton (2012)

Yan LeCun, Marc’Aurelio Ranzato 

(IMCL 2013)
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Krizhevsky, Sutskever, Hinton (2012)

Large convolutional net

• 650K neurons, 832M synapses, 60M parameters

• Trained with backpropagation on GPU

• Trained «with all the tricks Yann came up with in

the last 20 years, plus dropout» (Hinton NIPS’10)

• Image preprocessing: contrast normalization, 

rectification, etc.

Error rate: 15% (whenever the correct class isn’t in top 5)

Previous state of the art: 25% error

A revolution in Computer Vision

• Acquired by Google in Jan 2013

• Deployed in Google+ Photo Tagging in May 2013

69

Yan LeCun, Marc’Aurelio Ranzato 

(IMCL 2013)
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And the winner is ...

70

Yan LeCun, Marc’Aurelio Ranzato 

(IMCL 2013)
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Classification examples ...

71

Yan LeCun, Marc’Aurelio Ranzato 

(IMCL 2013)
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Retrieval examples ...

Query                                         Retrieved Images

72
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Zeiler and Fergus (2013)

Convolutional network 

• 8 layers, input 224x224 pixels

• Conv – pool – conv – pool – conv 

conv – conv – full – full – full

• Rectified-linear Units (ReLU)

• Divisive contrast normalization

across features [Jarret et al. 2009]

Trained on ImageNet 2012 training set

• 1.3M images, 1000 classes

• 10 different crops/flips per image

Stochastic gradient descent

• 70 epochs (7-10 days)

• Learning rate anealing

Regularization with dropout

73

Yan LeCun, Marc’Aurelio Ranzato 

(IMCL 2013)
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http://horatio.cs.nyu.edu/

74

Yan LeCun, Marc’Aurelio Ranzato 

(IMCL 2013)
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• Network trained on 

ImageNet first

• Last layer chopped off

• Last layer trained on 

Caltech 256 keeping 

previous layers fixed

• State of the art accuracy

with only 6 samples/class

• Similar results obtained

on PASCAL VOC 2012

image recognition dataset

Features are generic
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ConvNet for scene parsing

Each output sees a large input context

• 46x46 window at full res., 92x92 and ½ res., 184x814 at ¼ res.

• [7x7conv] →[2x2pool]→[7x7conv] →[2x2pool] →[7x7conv] →

• Trained supervised on fully labeled images
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Semantic labeling

Labeling each pixel with the object it belongs to ...

[Farabet et al. ICML 2012, PAMI 2013] 
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Outdoor scene interpretation

No post processing required

Frame by frame scene interpretation

Runs at 50ms/frame on Virtes-6 FPGA Hardware
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Indoor scene interpretation

NYU RGB-Deph Indoor Dataset

• 407024 RGBD images

• 1449 labeled frames

• 849  object categories
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