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Abstract

Recommender systems use statistical and knowledge discovery techniques in order to recommend products to users and to mitigate the problem of information overload. The evaluation of the quality of recommender systems has become an important issue for choosing the best learning algorithms. In this paper we propose an evaluation methodology for collaborative filtering (CF) algorithms. This methodology carries out a clear, guided and repeatable evaluation of a CF algorithm. We apply the methodology on two datasets, with different characteristics, using two CF algorithms: singular value decomposition and naive bayesian networks.

1. Introduction

Recommender systems (RS) are a filtering and retrieval technique developed to alleviate the problem of information overload. Usually the input of a RS is a \( m \times n \) matrix called user rating matrix (URM) where rows represent the users \( U = \{ u_1, u_2, \ldots, u_m \} \) and columns represent the items \( I = \{ i_1, i_2, \ldots, i_n \} \) (e.g., CDs, movies, etc.). Each user \( u \) has expressed his opinion about some items by means of a rating score \( r \) according to the rating scale of the system. A rating scale could be either binary, that is 1 stands for rated and 0 for not rated, or not binary, when the user can express his rating by different fixed values (e.g., 1 . . . 5) and 0 stands for not rated. The aim of a RS is to predict which items a user will find interesting or useful.

Collaborative filtering (CF) recommender systems recommend items that users similar to the active user (i.e. the user requiring a prediction) liked in the past. CF algorithms are the most attractive and commonly used techniques [14] and they are usually divided into user-based (similarity relations are computed among users) and item-based (similarity relations are computed among items) methods. According to [16, 15], item-based CF algorithms provide better performance and quality than user-based ones.

In this work we expound a methodology useful to evaluate CF algorithms. The remaining parts are organized as follows. Section 2 introduces the quality evaluation and the partitioning of a dataset. Section 2.1 presents methods useful to partitioning a dataset, highlighting pros and cons of each method. Section 2.2 describes metrics. Section 3 introduces the evaluation methodology. The application of the proposed methodology is shown in Section 5 using the algorithms and the datasets described in Section 4. Section 6 summarizes the contributions of this work and draws the directions for future researches.

2. Quality evaluation

When analyzing a recommendation algorithm we are interested in its future performance on new data, rather than in its performance on past data [20]. In order to test future performance and estimate the prediction error, we must properly partition the original dataset into training and test subsets. The training data are used by one or more learning methods to come up with the model (i.e., an entity that synthesizes the behavior of the data) and the test data are used to evaluate the quality of the model. The test set must be different and independent from the training set in order to obtain a reliable estimate of the true error.

Many works do not distinguish decisively and clearly between methods and metrics used for performance evaluation and model comparison. Moreover, they neither highlight a strict methodology to perform evaluation of algorithms nor use metrics to evaluate how well an algorithm performs under different points of view. The scope of this paper is to supplement the work done by Herlocker et al. [12] with suitable methods for dataset partitioning and an integrated methodology to evaluate different models on the same data.
2.1. Dataset partitioning

In order to estimate the quality of a recommender system we need to properly partition the dataset into a training set and a test set. It is very important that performance are estimated on data which take no part in the formulation of the model. Some learning schemes need also a validation set in order to optimize the model parameters. The dataset is usually split according to one among the following methods: i) holdout, ii) leave-one-out or iii) m-fold cross-validation.

Holdout is a method that splits a dataset into two parts: a training set and a test set. These sets could have different proportions. In the setting of recommender systems the partitioning is performed by randomly selecting some ratings from all (or some of) the users. The selected ratings constitute the test set, while the remaining ones are the training set. This method is also called leave-k-out. In [17], Sarwar et al. split the dataset into 80% training and 20% test data. In [18] several ratios among training and test (from 0.2 to 0.95 with an increment of 0.05) are chosen and for each one the experiment is repeated ten times with different training and test sets and finally the results are averaged. In [13] the test set is made by 10% of users: 5 ratings for each user in the test set are withheld.

Leave-one-out is a method obtained by setting \( k = 1 \) in the leave-k-out method. Given an active user, we withhold in turn one rated item. The learning algorithm is trained on the remaining data. The withheld element is used to evaluate the correctness of the prediction and the results of all evaluations are averaged in order to compute the final quality estimate. This method has some disadvantages, such as the overfitting and the high computational complexity. This technique is suitable to evaluate the recommending quality of the model for users who are already registered as members of the system. Karypis et al. [10] adopted a trivial version of the leave-one-out creating the test set by randomly selecting one of the non-zero entries for each user and the remaining entries for training. In [7], Breese et al. split the URM in training and test set and then, in the test set, withhold a single randomly selected rating for each user.

A simple variant of the holdout method is the m-fold cross-validation. It consists in dividing the dataset into \( m \) independent folds (so that folds do not overlap). In turn, each fold is used exactly once as test set and the remaining folds are used for training the model. According to [20] and [11], the suggested number of folds is 10. This technique is suitable to evaluate the recommending capability of the model when new users (i.e., users do not already belong to the model) join the system. By choosing a reasonable number of folds we can compute mean, variance and confidence interval.

2.2. Metrics

Several metrics have been proposed in order to evaluate the performance of the various models employed by a RS. Given an active user \( u \), a model should be able to predict ratings for any unrated items. The pair \( \langle p_i, a_i \rangle \) refers to the prediction on the \( i \)-th test instance and the corresponding actual value given by the active user. The metrics allow the evaluation of the quality of the numeric prediction.

Error metrics are suitable only for not binary datasets and measure how much the prediction \( p_i \) is close to the true numerical rating \( a_i \) expressed by the user. The evaluation can be done only for items that have been rated.

Mean Squared Error (MSE), adopted in [8], is an error metric defined as:

\[
MSE = \frac{1}{n} \sum_{i=1}^{n} (p_i - a_i)^2.
\]

MSE is very easy to compute, but it tends to exaggerate the effects of possible outliers, that is instances with a very large prediction error.

Root Mean Squared Error (RMSE), used in [3], is a variation of MSE:

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (p_i - a_i)^2},
\]

where the square root give to MSE the same dimension as the predicted value itself. As MSE, RMSE squares the error before summing it and suffers of the same outliers problem [12].

Mean Absolute Error (MAE) is one of the most commonly used metric and it is defined as:

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} |p_i - a_i|.
\]

This measure, unlike MSE, is less sensitive to outliers. According to [12] [18, 16] and [13], MAE is the most used metric because of its easy implementation and direct interpretation. However MAE is not always the best choice. According to Herlocker et al. [12], MAE and related metrics may be less meaningful for tasks such as Finding Good Items [19] and top-N recommendation [10], where a ranked result list of \( N \) items is returned to the user. Thus, the accuracy for the other items, which user will have no interest in, is unimportant. The top-N recommendation task is often adopted by e-commerce services where the space available on the graphic interface for listing recommendations is limited and users can see only the \( N \) ranked items. Thus MAE, and all the error metrics in general, are not meaningful for classification tasks.
**Classification accuracy metrics** allow to evaluate how effectively predictions help the active user in distinguishing good items from bad items [13, 18]. The choice of classification accuracy metrics is useful when we are not interested in the exact prediction value, but only in finding out if the active user will like or not the current item. Classification accuracy metrics are very suitable for domains with binary ratings and, in order to use these metrics, it is necessary to adopt a binary rating scheme. If a different rating scale is given, we must convert the not binary scale to a binary one by using a suitable threshold to decide which items are good and which are bad. For instance, with a rating scale in the range \((0, \ldots, 5)\), this threshold could be set arbitrarily to 4 according to common sense as in [13], or the threshold could be chosen by means of statistical considerations as in [12].

With classification metrics we can classify each recommendation such as: a) **true positive** (TP, an interesting item is recommended to the user), b) **true negative** (TN, an uninteresting item is not recommended to the user), c) **false negative** (FN, an interesting item is not recommended to the user), d) **false positive** (FP, an uninteresting item is recommended to the user).

**Precision and recall** are the most popular metrics in the information retrieval field. They have been adopted, among the others, by Sarwar et al. [17, 18] and Billsus and Pazzani [5]. According to [1], information retrieval applications are characterized by a large amount of negative data so it could be suitable to measure the performance of the model by ignoring instances which are correctly “not recommended” (i.e., TN).

It is possible to compute the metrics as follows:

\[
\text{precision} = \frac{\text{TP}}{\text{TP} + \text{FP}}, \quad \text{recall} = \frac{\text{TP}}{\text{TP} + \text{FN}}.
\] (4)

These metrics are suitable for evaluating tasks such as *top-N recommendation*. When a recommender algorithm predicts the top-\(N\) items that a user is expected to find interesting, by using the recall we can compute the percentage of known relevant items from the test set that appear in the \(N\) predicted items. Basu et al. [2] describe a better way to approximate precision and recall in top-\(N\) recommendation by considering only rated items. According to Herlocker et al. [12], we must consider that:

- usually the number of items rated by each user is much smaller than the items available in the entire dataset;
- the number of relevant items in the test set may be much smaller than that one in the whole dataset.

Therefore, the value of the precision and the recall depend heavily on the number of rated items per user and, thus, their values should not be interpreted as absolute measures, but only to compare different algorithms on the same dataset.

**F-measure**, used in [18, 17], allows a single measure that combines precision and recall by means of the following relations:

\[
\text{F-measure} = \frac{2 \times \text{recall} \times \text{precision}}{\text{recall} + \text{precision}} = \frac{2 \cdot \text{TP}}{2 \cdot \text{TP} + \text{FN} + \text{FP}}.
\] (5)

**Receiver Operating Characteristic (ROC)** is a graphical technique that uses two metrics, **true positive rate (TPR)** and **false positive rate (FPR)** defined as

\[
\text{TPR} = \frac{\text{TP}}{\text{TP} + \text{FN}}, \quad \text{FPR} = \frac{\text{FP}}{\text{FP} + \text{TN}},
\] (6)

to visualize the trade-off between TPR and FPR by varying the length \(N\) of the list returned to the user. On the vertical axis the ROC curves plot the TPR, i.e., the number of the instances recommended related to the total number of relevant ones, against the FPR, i.e., the ratio between positively misclassified instances and all the not relevant instances. Thus, by gradually varying the threshold and by repeating the classification process, we can obtain the ROC curve which visualizes the continuous trade-off between TPR and FPR.

### 3. Proposed methodology

According to our experience, given a dataset, we point out four important observations about recommendation algorithms:

1. the quality of the recommendation may depend on the length of the user profile;
2. the quality of the recommendation may depend on the popularity of the items rated by a user, i.e., the quality of the recommendation may be different according to the fact that a user prefers popular items against unpopular ones;
3. when comparing two algorithms, different metrics (e.g., MAE and recall) may provide discordant results;
4. recommendation algorithms are usually embedded into RS that provide users with a limited list of recommendation because of graphic interface constraints, e.g., many applications show to the users only the highest 5 ranked items.

In this section, depending on previous observations, we describe a methodology for evaluating and comparing recommendation algorithms. The methodology is divided into three steps:

**step 1**: statistical analysis and partitioning;

**step 2**: optimization of the model parameters;

**step 3**: computation of the recall for the top-\(N\) recommendation.
3.1. Statistical analysis and partitioning

The partitioning of the dataset is performed by means of the \( m \)-fold cross-validation. Together with the partitioning we analyse the dataset in order to find groups of users and the most popular items based on the number of ratings. This will help us to identify the behavior of the model according to the length of the user profile and to the popularity of the items of the recommendation. In order to create groups of users we use the following method:

a) users are sorted according to the length of their profiles (i.e., the number of ratings);

b) users are divided into two groups so that each of them contains the 50% of the ratings;

c) a group can be further divided into two subgroups (as previously described in b) in order to better analyse the behaviour of a learning algorithm with respect to the length of the profiles.

Similarly, in order to find the most popular items, we adopt the following schema:

a) items are sorted according to the number of ratings;

b) items are divided in two groups so that each of them contains 50% of the ratings.

For example, Figure 4 presents a plot where the x axis shows the items sorted in decreasing order of popularity and the y axis shows the number of ratings (percentage). The point 0.5 highlights which are the most rated items responsible for the 50% of all the ratings.

3.2. Optimization of model parameters

ROC curves can be used to visualize the trade-off between TPR (i.e., recall) and FPR when we vary the threshold which allows us to classify an item as “to recommend” or “not to recommend”. If we change some parameters in the model (e.g., the latent size of the singular value decomposition that will be described in Section 4) we obtain a family of ROC curves. In order to optimize the model parameters, according to the type of dataset, we implement two techniques based on ROC curves: ROC1 and ROC2. Both the techniques use leave-k-out and randomly withhold the 25% of the rated items for each user.

**ROC1** is suitable for explicit (i.e., not binary) datasets. For each item we have the pair \((p_i, a_i)\) which represents the predicted rating and the real rating. To compare these values, let \( t \) be a threshold value chosen inside the rating scale that divides it in two different parts; when \( r \geq t \), the corresponding item is classified as to recommend, otherwise as not to recommend. Thus, given a threshold \( t \), the predicted rating and the real rating may fall in either of the two parts of the rating scale as shown in Figure 1. We classify each item as TP, TN, FP or FN and, subsequently, we compute the couple (FPR,TPR), according to (6), which corresponds to a point of the ROC curve for the given threshold. By varying the value of the threshold in the rating scale we obtain several points of the ROC curve. We repeat the application multiple times and, finally, we average the curves.

ROC2 is suitable for both binary and not binary dataset. For each user, we put the prediction vector in decreasing order thus obtaining the top-\( N \) recommendation. The first \( N \) items are those that should be recommended to the user. If the dataset is binary, the TPs correspond to the withheld items which are in the first \( N \) positions, while the FNs correspond to the withheld items which are not in the first \( N \) positions. To compute FPs, it is sufficient to compute the difference between \( N \) and the number of withheld items. Usually, we obtain the number of TNS, by computing the difference L-(TP+FP+FN), where L is the length of the user profile deprived of the rated items, but not withheld. Then we compute the pair (FPR,TPR) corresponding to the value \( N \). Figure 2 shows an example of computation. By varying the number \( N \) of the recommended items we get the other points of the ROC curve.

**3.3. Computation of recall**

In this section we evaluate the quality of recommendations. The metric chosen is the recall, since, differently from other metrics such as MAE, expresses the effective capability of the system in pursuing the top-\( N \) recommendation task. The computation of the recall is made on the
test set by selecting a user (hereafter the active user) and repeating the following steps for each of the positively-rated items. According to the adopted rating scale, a rating is considered positive if it is greater than a certain threshold $t$. Observe that with a binary scale all the ratings are positive. The steps are:

a) withholding a positively-rated item,

b) generating the predictions for the active user by means of the model previously created on the training set,

c) recording the position of the withheld item into the ordered list of the predictions.

The recall is classified according to two dimensions: the user profile length and the popularity of the withheld item.

4. Algorithms and datasets

In this section we describe the algorithms and the datasets used in Section 5 as an example of application of the methodology.

4.1. Algorithms

We consider the two following learning algorithms to create the model from the training set: Singular Value Decomposition (SVD), Naive Bayesian Networks (NBN).

SVD is a matrix factorization technique used in Latent Semantic Indexing (LSI) [4] which decomposes the URM matrix of size $m \times n$ and rank $r$ as:

$$ URM = U \cdot S \cdot V^T $$

where $U$ and $V$ are two orthogonal matrices of size $m \times r$ and $n \times r$, respectively. $S$ is a diagonal matrix of size $r \times r$, called singular value matrix, whose diagonal values ($s_1, s_2, \ldots, s_r$) are positive real numbers such that $s_1 \geq s_2 \geq \ldots \geq s_r$. We can reduce the $r \times r$ matrix $S$ in order to have only $L < r$ largest diagonal values, discarding the rest. In this way, we reduce the dimensionality of the data and we capture the latent relations existing between users and items that permit to predict the values of the unrated items. Matrices $U$ and $V$ are reduced accordingly obtaining $U_L$ and $V_L^T$. Thus the reconstructed URM is

$$ URM_L = U_L \cdot S_L \cdot V_L^T. $$

$URM_L$ is the best $L$-rank linear approximation of the URM. According to Berry et al. [4], the URM resulting from SVD is less noisy than the original one and captures the latent associations between users and items. We compute $U_L \sqrt{S_L^T}$ of size $m \times L$, and $\sqrt{S_L} V_L^T$ of size $L \times n$. Then, in order to estimate the prediction for the active user $u$ on the item $i$, we calculate the dot product between the $u^{th}$ row of $U_L \sqrt{S_L^T}$ and the $i^{th}$ column of $\sqrt{S_L} V_L^T$ as:

$$ (U_L \sqrt{S_L^T})_u \cdot (\sqrt{S_L} V_L^T)_i. $$

A BN is a probabilistic graphical model represented by means of a directed acyclic graph where nodes (also called vertices) are random variables and arcs (also known as links) express probabilistic relationships among variables. A directed graph is used in order to express causal relationships between random variables [6]. By using as an example the BN of Figure 3(a), the product rule of probability, deduced from the definition of conditional probability, allows to decompose the joint distribution as:

$$ P(A, B, C) = P(C|A, B) P(B|A) P(A), $$

where $A$, $B$ and $C$ are random variables and $A$ is parent of $B$ and $C$.

In order to build a RS by means of BNs, we can define a random variable for each item in the URM. If the URM is binary also the random variables are binary. However, it is very difficult to obtain the optimal structure of the network. In fact, according to [9], the problem is NP-hard. A simpler and faster alternative to BNs are Naive Bayesian Networks (NBN), obtained assuming that all variables have the same parent. Thus, given an active user $u$ and an unrated item $i$, we have the structure represented in Figure 3(b) where: $H = 1$ is the hypothesis on item $i$ and $E_1, E_2, \ldots, E_n$ are the evidences, i.e., the items rated by the active user. We compute the prediction as the probability that the active user will be interested in the item $i$ given the evidences as:

$$ P(H = 1|E_1, \ldots, E_n) = P(H) P(E_1|H) \ldots P(E_n|H). $$

$P(H)$ is the probability that the item $i$ will be rated independently from the active user and $P(E_w|H)$ is the similarity between the item $w$ and the item $i$. We apply the naive model only on binary dataset by computing:

$$ P(H) = \frac{\# \text{ ratings of item } i}{\# \text{ ratings of most rated item}} $$

![Figure 3](image-url)
because we do not have any information about the movies, and
\[ P(E_w|H) = \frac{P(E_w \cap H)}{P(H)} = \frac{\# \text{1s in common}}{\# \text{ratings of item } i}. \]

4.2. Datasets

In the following example we use the MovieLens (ML) dataset and a new commercial dataset, from here on New-Movies (NM), which is larger, sparser and closer to reality with respect to ML.

ML is a non-binary public dataset taken from a web-based research recommender system. The rating scale adopted is \([1 \ldots 5]\) and 0 stands for items not rated. There are 943 users and 1682 items. Each user rated at least 20 items. The dataset has 100,000 ratings with a sparsity level equal to 93.69% and an average number of ratings equal to 106 per user.

NM is a commercial non-public dataset provided by an IPTV service provider. The URM is composed by 26799 rows (users) and 771 columns (items) each of which has at least two ratings. This dataset contains 186,459 ratings with a sparsity level equal to 99.34% and an average number of ratings equal to 7 per user. NM dataset is binary, where 0 stands for a not rated item and 1 for a rated item.

5. Application of the methodology

In this section we show an example of application of the methodology explained in Section 3.

5.1. Statistical analysis and partitioning

As we described in Section 3.1, by means of a simple statistical analysis we can divide the users in different groups according to the number of ratings that each user has rated and items based on their popularity.

In the ML dataset about 50% of the ratings refer to users having a profile with less than 200 ratings while the remaining 50% is due to users with more than 200 ratings. Since ML contains users with very long profiles, in the first group there are too many users, thus we decide to further split it obtaining the following groups:

- \([1 \ldots 99]\) 579 users, \(\sim 25\%\) of all the ratings;
- \([100 \ldots 199]\) 215 users, \(\sim 25\%\) of all the ratings;
- \([200 \ldots \infty]\) 149 users, \(\sim 50\%\) of all the ratings.

The top 210 items account for 50% of the ratings, as shown in Figure 4.

In the NM dataset we first partitioned the users into two groups having 50% of the ratings each one. We split furthermore the second group obtaining:

- \([2 \ldots 9]\) 21810 users, \(\sim 50\%\) of all of the ratings;
- \([10 \ldots 19]\) 3400 users, \(\sim 25\%\) of all of the ratings;
- \([20 \ldots \infty]\) 1568 users, \(\sim 25\%\) of all of the ratings.

Figure 4 shows that the top 80 items account for 50% of the ratings.

5.2. Optimization of the parameters

As we described in Section 4.1, SVD allows to compute the closest rank-\(L\) linear approximation of the URM. In order to find the optimal parameter \(L\) we can use the ROC technique.

**ROC1 technique.** Figure 5 shows the application of the SVD algorithm on the ML dataset. Model created with users who have at most 99 ratings.

- \([2 \ldots 9]\) 21810 users, \(\sim 50\%\) of all of the ratings;
- \([10 \ldots 19]\) 3400 users, \(\sim 25\%\) of all of the ratings;
- \([20 \ldots \infty]\) 1568 users, \(\sim 25\%\) of all of the ratings.

Figure 4 shows that the top 80 items account for 50% of the ratings.
related to a specific value of the latent size $L$ of SVD algorithm. In the same graph it is also represented a trivial recommendation algorithm, used as a term of comparison, called Average Recommender (AR). This algorithm computes, for each item, the mean of all its ratings. Then, it creates a sorted list of items according to such mean values. This list is used for the recommendation to all users. Each point of the ROC curve represents a pair (FPR, TPR) related to a specific threshold. In this case the value of the threshold is in the range (1...5). For example, in Figure 5 we highlight the points related to the threshold equal to 3. The best curve is obtained by setting the latent size $L$ to 15.

ROC2 technique. According to Section 3.2, we apply ROC2 technique in order to optimize SVD algorithm on the binary dataset NM. Figure 6(a) shows an application of the ROC2 technique, where the model is generated using all users but predictions are made only for users who have rated between 2 and 9 items. It is also shown the curve corresponding to the top-rated recommendation, that is we recommend to each user the most rated items. This list is used for the recommendation to all users. Each point of the ROC curve represents a pair (FPR, TPR) related to a specific threshold. In this case the value of the threshold is in the range (1...5). For example, in Figure 5 we highlight the points related to the threshold equal to 3. The best curve is obtained by setting the latent size $L$ to 15.

Table 1. Recall obtained with the SVD algorithm with $L=15$ on the NM dataset. Model created with users who have at least 2 ratings. UPL stands for User Profile Length.

<table>
<thead>
<tr>
<th>UPL</th>
<th>Popularity</th>
<th>First80</th>
<th>NoFirst80</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-9</td>
<td>22.2%</td>
<td>6.9%</td>
<td></td>
</tr>
<tr>
<td>10-19</td>
<td>24.1%</td>
<td>0.1%</td>
<td></td>
</tr>
<tr>
<td>$\geq$ 20</td>
<td>25.7%</td>
<td>10.1%</td>
<td></td>
</tr>
</tbody>
</table>

The model is created considering all the users in the training set. The users in the test set are divided according to the 3 groups previously defined. In Table 1(a) we select all users with at least 2 ratings to create the model by means of naive bayesian networks. In Table 1(b) and 1(c) we create the model using users with a more rich profile, i.e., with at least 10 and 20 ratings, respectively. The test considers again all the users. This allows to see if a more rich and compact model can improve recommendations.

6. Conclusions

RS are a powerful technology: they help both users to find what they want and e-commerce companies to improve their sales.

Each recommender algorithm may behave in different ways with respect to different datasets. Given a dataset, by means of the methodology proposed in this paper we can analyze the behavior of different recommender algorithms.

On the basis of several results obtained, we can declare that a RS should have different models to make recommendations to different groups of users and with respect to the popularity of the items.
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Figure 6. Optimization, using ROC2 technique, of the SVD algorithm on: (a) NewMovie dataset, users who have at most 9 ratings. (b) ML dataset, users who have at most 99 ratings. (c) NewMovies model (users with range 2–9 ratings).

<table>
<thead>
<tr>
<th>Popularity</th>
<th>UPL</th>
<th>First80</th>
<th>NoFirst80</th>
</tr>
</thead>
<tbody>
<tr>
<td>2–9</td>
<td>31.6%</td>
<td>0.13%</td>
<td></td>
</tr>
<tr>
<td>10–19</td>
<td>24.7%</td>
<td>0.19%</td>
<td></td>
</tr>
<tr>
<td>≥ 20</td>
<td>20.7%</td>
<td>0.01%</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Recall obtained with the NBN algorithm applied on the NM dataset. Models are created with users who have, respectively, at least 2 (a), 10 (b) and 20 (c) ratings. UPL stands for User Profile Length.