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Example: Increasing Sales by Advertising
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What can we ask to the data?

• Is there a relationship between advertising budget and sales?

• How strong is the relationship between advertising budget and sales?

• Which media contribute to sales?

• How accurately can we estimate the effect of each medium on sales?

• Is the relationship linear?

• Is there synergy among the advertising media?
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Simple linear regression

Le assume that a linear relationship exists between Y and X

We say sales regress on TV through some parameters

• Model coefficients      and

• After training, a new data point can be predicted as

Given a datasets the coefficient above can be estimated by using least 

squares to minimize the Residual Sum of Squares
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Example: TV Advertising vs Sales
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Least squares fitting

Least square fitting minimizes RSS (Residual Sum of Squares)

Obtaining the following estimates

Where                         and    
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Least square solution …
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Least squares fitting

Least square fitting minimizes RSS (Residual Sum of Squares)

Obtaining the following estimates

Where                         and    
But are they 

any good?
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Population regression line

Recall from Statistical Learning theory the underlying hypothesis

• the Y value when X = 0

• the average increase in Y due to unitary increase in X

• the error term captures all the rest …

This model is known as “population regression line”

• the best linear approximation of the true model

• it might differ from the least squares regression line
The population regression line stays to the 

mean of a distribution as the least squares 

regression line stays to the sample mean …
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Example: population regression line

Recall here model 

variance in the 

bias-variance trade-off
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Standard error & linear regression

The (squared) standard error for the mean estimator represents the 

average distance of the sample mean from the real mean 

We have formulae for standard errors of linear regression coefficients

These formulae assume 

• uncorrelated errors …

• … having the same (unknown) variance

The higher the spread of x 

the better the estimate
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Parameters confidence intervals

In general, errors variance is not known, but it can be estimated from 

residuals (if the model fits properly)

From standard errors we can compute confidence intervals for the linear 

regression parameters, e.g., the 95% confidence intervals for the 

parameters are

the true slope is, with 95% probability, in the range This should be the 97.5 

quantile of a t-distribution
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Example: TV Advertising data 

If we consider the 95% confidence intervals

• for the intercept we have

• for the slope we have

Sales without any 

advertising

Average impact of 

TV advertising
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Parameters hypothesis testing

Standard errors can be used for hypothesis testing such as:

• H0: there is no relationship between Y and X

• Ha: there is some relationship between Y and X

This translates on parameters hypothesis testing for 

against

We do not know true parameters so we

can use estimates and perform a 

statistical test using
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This value is know as 

p-value

Here you find the 

confidence interval

N = 200 data points 

p-value = 2.5%

t ~ 1.984

~1.984
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Example: TV advertising hypothesis test 

We reject the null hypothesis H0 if the p-value is small

• p-value is the probability of making a wrong choice

• Usually small is as low as 5% or 1%, these percentages, with N>30 correspond 

to t~2 and t~2.75 respectively

• In other fields, p-values might be significantly different, e.g., in bioinformatics 

p-values of 10-6 are quite common to avoid false discoveries …
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Accuracy of a model: RSE

The classical measure of fit is mean squared error, in linear regression we 

use the Residual Standard Error

• It estimates the standard deviation of the errors, i.e., the irreducible error.

How far the model is

from least square line

on average

Compared to the 

average sales
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Accuracy of a model: R2

We might be interested in computing how much of the data variance is 

explained by the model (“relative accuracy”)

An R2 close to 1 means the data are almost perfectly explained by our 

simple linear model, in our case it is just 0.612 …

Is this due to the error 

noise or to the fact that 

data is not linear?
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What can we ask to the data?

• Is there a relationship between advertising budget and sales?

• How strong is the relationship between advertising budget and sales?

• Which media contribute to sales?

• How accurately can we estimate the effect of each medium on sales?

• Is the relationship linear?

• Is there synergy among the advertising media?
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Multiple linear regression … the easy (wrong) way
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Multiple linear regression … the right way

Treating variables as they were independent

• Does not tell how a sales increase is obtained by changing all input variables

• Coefficients of each input did not take into account the others in the estimate

• If input are highly correlated, using independent estimates can be misleading

Extend linear regression to consider multiple predictors

More formally we have the multivariate regression
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Example: a two dimensional dataset
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Linear regression

Linear regression parametric model, i.e., the population line

• Each parameters describes the average influence of the associated input 

keeping all the others fixed

The regression coefficient can be estimated by least squares fit

To obtain the least squares predictor 
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Example: Advertising dataset
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Example: Advertising dataset
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Example: Advertising dataset



matteo.matteucci@polimi.it 28

Correlation between attributes

Let consider correlations between input and output variables

• If we increase radio then sales increase

• Radio and newspaper are highly correlated is some markets

• If we increase radio then newspaper increases

The increase on sales is correlate to the increase of newspaper is due to 

radio, not to the fact that newspaper increases sales

Sharks attacks are correlated to 

ice cream sales at the beach …
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Computing the least regression fit can be done easily using linear algebra 

Recall here

By taking into account that

• X is an N x (p+1) data matrix

• y is N x 1 vector of desired output

• 𝛽 is a (p+1) x 1 vector of model coefficients

We can rewrite the Residuals Sums of Squares as

Computing linear regression coefficients (1)
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Computing linear regression coefficients (2)

We want to minimize

Let’s compute the RSS derivatives with respect to 𝛽

Assuming X has full rank and XTX >0 we have just to compare the first 

derivative to zero

In matrix algebra terms the prediction becomes

Pseudo

Inverse
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Let’s rephrase the questions in a multivariate setting

• Is at least one of the predictors X1, …, Xp useful in predicting the response?

• Do all the predictors help to explain Y, or it is only a subset of the predictors?

• How well does the model fit the data?

• Given a set of predictor values, what response value should we predict, and 

accurate is our prediction?
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Hypothesis testing on multiple parameters

Is there any relationship between response and predictors?

against

This test is performed using the F-statistics

If the linear model assumptions are valid

• when H0 is true then  F ~ 1

• when Ha is true  then  F > 1
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Example: Advertising dataset

F is well above 1, a relationship exists!

F>1

p

n

How much should be F to tell 

this relationship exists?
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Testing for subsets of variables

We can test also a subset of the variables

The novel F-statistics for the model fitted on q variables is

If we leave out one variable at the time (q=1) we obtain an equivalent 

formulation of the t-statistics for single parameters

• F-statistics is more accurate than t-statistics computed for each parameter 

since it corrects for other parameters

• It tells you the partial effect of adding that specific variable to the model

RSS of the model 

without the q variables

RSS of the model with 

all the variables
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Spurious correlations

If the number of factors p is big, p-values might be tricky

• With p=100 and H0 true, ~5% of the p=values (by chance) will be lower than 

0.05 and we might see 5 predictors associated (by chance) to the response

• F statistic is not affected by the number of factors p in the model
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Example: Credit Predictors

In the Credit dataset

• 7 quantitative

• 4 qualitative

Qualitative ones

• Gender

• Student (Binary status)

• Status (Binary marital)

• Ethnicity (Caucasian, African 

American, Asian)
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Two Levels qualitative predictors can be coded using Dummy Variables

This results in a “double” model for regression

Qualitative Predictors (Two Levels)

Average balance 

among males

Average difference of balance 

between males and females
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Other possible coding can be devised for Dummy Variables

In this case the model becomes

No significant impact on the regression output, but on the interpretation 

of the coefficients …

Other Coding for Two Levels

Average balance
Amount of balance females are above 

the average and males are below …
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Qualitative Predictors (More Levels)

More than 2 levels are handled by using L-1 dummy labels

This again results in a “multiple output” model

Average balance for 

African American

Average difference between 

African Americans and Caucasians

Average difference between 

African Americans and Asian
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Qualitative Predictors (More Levels)

This again results in a “multiple output” modelThe non coded level is

defined baseline

F-statistics

p-value 0.96
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Variables Interactions (or Sinergies)

So far the linear regression model has assumed

• Linear relationship between predictor and response

• Additive relationship between predictor and response

The “slope” of TV 

increases because of an 

increase in radio budget

This effect in marketing 

is known as sinergy

What if allocating half the budget 

to TV and Radio would increase 

the sales more than putting it all 

on one of the two?
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Variable Interactions (continued)

Let consider the classical Linear Regression model

• An increase in       of 1 unit increases Y on average by     units

• Presence or absence of other variables does not affect this

We can extend the previous model with an interaction term

This translates in a “linear model”
One variable affects other 

variables influence
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Example: Interaction between TV and Radio

We can imagine some interaction in TV and Radio Advertising 

• Interaction term is the increase of effectiveness of TV for one unit of Radio

• p-value suggests this interaction to be significant

• R2 increases from 89.7% to 96.8% (69% of missing variance)
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Example: MpG Polynomial Regression
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Non Linear Fitting via Generalized Linear Models

We can use Polynomial Regression to accomodate non linearity

• It is still a linear fitting problem !!!!

• A 5th grade polynome is too much, but quadratic term is statistically significant
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Potential Problems in Linear Regression

A number of possible problems might be encountered when fitting the 

linear regression model.

• Non-linearity of the data

• Dependence of the error terms

• Non-constant variance of error terms

• Outliers

• High leverage points

• Collinearity
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Non Linearity of the Data

If the linearity assumption does not hold, conclusions might be inaccurate 

Check residual plot!

Try to use non linear 

transformations of the predictor 

(log X, X2, sqrt(X), …)
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Non Constant Variance of Error Term

Linear Regression assumes no heteroscedasticity in the noise
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Presence of outliers

An outlier is a point that is too far from its prediction

• Might be due to error in data collection (just remove it)

• Might be due to some missing predictors (revise the model)
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High Leverage Points

High leverage points have unexpected values for a predictor

Leverage statistics (between 1/n and 1, average (p+1)/n)



matteo.matteucci@polimi.it 53

Dependence of the Error Term

Errors are supposed to be

uncorrelated otherwise standard

errors would underestimate

true errors … 

Tracking phenomenon
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Colinearity

Factors might be highly related, becomes difficult to separate their effects
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What can we ask to the data?

• Is there a relationship between advertising budget and sales?

• How strong is the relationship between advertising budget and sales?

• Which media contribute to sales?

• How accurately can we estimate the effect of each medium on sales?

• How accurately can we predict future sales?

• Is the relationship linear?

• Is there synergy among the advertising media?
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Improved Linear Regression

We can devise alternative procedures to least squares

• Improve prediction accuracy: if number of data is limited (or p is big) we might 

have “low bias” but too “high variance” (overfitting) and a poor prediction

• Improve model interpretability: irrelevant variables, beside impacting on 

accuracy, make models unnecessary complex and difficult to interpret

Several alternatives to remove unnecessary features (predictors)

• Subset Selection: selection of the input variables

• Shrinkage (or regularization): reduction of model variance

• Dimension reduction: projection on an input subspace 
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Variable selection

Select the variables which are really associated to the prediction

• Exhaustive exploration of model space (2P)

• Forward selection

• Backward selection

• Mixed selection

Exhaustive exploration is unfeasible because of exponential complexity

• Y = 𝛽0
• Y = 𝛽0 + 𝛽1 ∗ 𝑋1
• Y = 𝛽0 + 𝛽2 ∗ 𝑋2
• Y = 𝛽0 + 𝛽1 ∗ 𝑋1 + 𝛽2 ∗ 𝑋2

Different possible metrics, e.g., 

CP, AIC,  BIC,  adjusted R2

If p=30 the number of possible 

models is 1.073.741.824



matteo.matteucci@polimi.it 59

Recall the Bias-Variance trade-off

For a Linear Model
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Best Subset Selection

Fit a least squares regression for any possible input combination

• A total of 2P need to be compared

• Best Subset Selection introduces a procedure to evaluate them systematically

Cross-validated 

prediction error!
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Example: Credit data best subset selection

RSS keeps decreasing

with used variables

R2 keeps increasing

with used variables
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Forward Stepwise Selection

Forward stepwise selection is a computationally efficient alternative

• Starts from an empty model with no predictors

• Adds one predictor at the time until “all are in”

• At each stage adds “most improving” variable
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Forward Stepwise vs Best Subset Selection

Forward Stepwise is a greedy approach

• Needs to fit 1+p(p+1)/2 models instead of 2P

• It can be used also when n < p (it will stop with k<n variables)

• It does not “reconsider” its choices and might result in a suboptimal subset
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Backward Stepwise Selection

Backward stepwise selection is yet computationally efficient

• Starts from the model having all predictors

• At each stage removes the “least useful” variable

• Greedy as Forward Stepwise, but cannot be used when n < p
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Feature subset selection algorithms “optimize” the number of features 

according to RSS and R2, but what about the test set?

Several approaches estimate test error correcting the training error

• Mallows CP 

• Akaike Information Criterion

• Bayesian Information Criterion

• Adjusted R2

Choosing the Optimal Model (theory)

d = number of predictors

= estimate of the variance 

associated to the complete model

Some constants omitted, 

but proportional to CP

Some constants omitted,

more stringent than CP

Equivalent to
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Example: Credit data feature selection
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Choosing the Optimal Model (practice)

We can use data itself to estimate the error on new data

• We can use an hold out set and perform validation
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Choosing the Optimal Model (practice)

We can use data itself to estimate the error on new data

• We can use an hold out set and perform validation

• We can use k-fold cross-validation 
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Example: Credit data feature selection
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Improved Linear Regression

We can devise alternative procedures to least squares

• Improve prediction accuracy: if number of data is limited (or p is big) we might 

have “low bias” but too “high variance” (overfitting) and a poor prediction

• Improve model interpretability: irrelevant variables, beside impacting on 

accuracy, make models unnecessary complex and difficult to interpret

Several alternatives to remove unnecessary features (predictors)

• Subset Selection: selection of the input variables

• Shrinkage (or regularization): reduction of model variance

• Dimension reduction: projection on an input subspace 
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Ordinary Least Squares (OLS) minimizes

Ridge Regression minimizes a slightly different function

• is a tuning parameter to be estimated experimentally

• Shrinkage does not apply to intercept, with centered variables

• is called shrinkage penalty

• as             parameters shrink to zero

Shrinkage Methods: Ridge Regression
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Example: Ridge Regression on Credit data
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Ridge Regression vs. Ordinary Least Squares

Ridge regression improves OLS because of a reduced model variance 

(i.e., a better bias-variance trade-off) 

p=45, n=50
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Ridge regression more efficient than subset selection, uses all the p input

The Lasso is an alternative to shrink regression coefficients

• The                      forces coefficients to be exactly zero

• The Lasso performs variable section

• Models are simpler, sparse, and easy to interpret

Shrinkage Methods: The Lasso
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Example: The Lasso and the Credit data
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Another interpretation of shrinkage

We can show that Ridge regression solves the problem

While The Lasso solves the problem

They approximate the Best Subset Selection
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How can Lasso select variables?
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Lasso vs. Ridge Regression (p=45 all useful)

p=45, n=50
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Lasso vs. Ridge Regression (p=2 only useful)

p=2 out of 45, n=50
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Selection of the tuning parameter (Ridge)
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Selection of the tuning parameter (Lasso)
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Bayesian interpretation

The posterior for the coefficients can be written as

Assuming the usual linear model

• Having independent errors drawn from a normal distribution

If we assume

• Ridge regression: we assume a Gaussian prior with zero mean and variance 

being a function of lambda

• Lasso: we assume a double-exponential (Laplace)  with zero mean and scale 

parameter a function of lambda
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Ridge and Lasso priors …


