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Machine Learning (Tom Mitchell – 1997)

“A computer program is said to learn from experience E 

with respect to some class of task T and a performance 

measure P, if its performance at tasks in T, as measured by 

P, improves because of experience E.”

T = Regression/Classification/…

E = Data

P = Errors/Loss
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Machine Learning Paradigms

Imagine you have a certain experience D, i.e., data, and let’s name it

• Supervised learning: given the desired outputs                           learn to 

produce the correct output given a new set of input

• Unsupervised learning: exploit regularities in     to build a representation

to be used for reasoning or prediction

• Reinforcement learning: producing actions                             which affect

the environment, and receiving rewards                         learn to act in order 

to maximize rewards in the long term

𝐷 = 𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑁

𝑡1, 𝑡2, 𝑡3, … , 𝑡𝑁

𝐷

𝑎1, 𝑎2, 𝑎3, … , 𝑎𝑁
𝑟1, 𝑟2, 𝑟3, … , 𝑟𝑁
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Supervised learning: Classification

Cars Motorcycles

Hand-crafted
Features

Learned
Classifier

CARMotorcycle

Learning is about 

modeling …
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Supervised learning: Regression

Hand-crafted
Features

Learned
Regressor

25000 $3800 $

12000 $

22000 $ 28000 $

2000 $15000 $

35000 $4000 $

6000 $ 8000 $

6000 $
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Machine Learning Paradigms
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• Reinforcement learning: producing actions                             which affect

the environment, and receiving rewards                         learn to act in order 

to maximize rewards in the long term

𝐷 = 𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑁
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Unsupervised learning: Clustering
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Unsupervised learning: Clustering
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Unsupervised learning: Clustering
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Unsupervised learning: Clustering
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Unsupervised learning: Clustering
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Unsupervised learning: Clustering
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Unsupervised learning: Clustering
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Machine Learning Paradigms

Imagine you have a certain experience D, i.e., data, and let’s name it

• Supervised learning: given the desired outputs                           learn to 

produce the correct output given a new set of input

• Unsupervised learning: exploit regularities in     to build a representation

to be used for reasoning or prediction

• Reinforcement learning: producing actions                             which affect

the environment, and receiving rewards                         learn to act in order 

to maximize rewards in the long term

𝐷 = 𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑁

𝑡1, 𝑡2, 𝑡3, … , 𝑡𝑁

𝐷

𝑎1, 𝑎2, 𝑎3, … , 𝑎𝑁
𝑟1, 𝑟2, 𝑟3, … , 𝑟𝑁

This course focuses most on 

Supervised Learning (with 

some unsupervised spots)
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What about Deep Learning?
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What is Deep Learning after all?

... let’s say it with flowers!

Iris Setosa Iris Virginica Iris Versicolor
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What is Deep Learning after all?

Hand-crafted
Features

Learned
Classifier

Sepal Width

Pe
ta

l L
en

gt
h

setosa

Machine learns how to 
take the Iris apart
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What is Deep Learning after all?

Hand-crafted
Features

Learned
Classifier

setosa

Sepal Lenght

Pe
ta

l L
en

gt
h

Machine learns how to 
take the Iris apart

Sometimes the decision 
might be more complex
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What is Deep Learning after all?

Hand-crafted
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Learned
Classifier
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What is Deep Learning after all?

Hand-crafted
Features

Learned
Classifier

setosa

Sepal Lenght

Pe
ta

l L
en

gt
h

Sometimes the decision 
might be Impossible!

Machine learns how to 
take the Iris apart
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What is Deep Learning after all?

Hand-crafted
Features

Learned
Classifier

setosa

Sepal Lenght

Pe
ta

l L
en

gt
h

Sometimes the decision 
might be Impossible!

This happens if you do 
not know which features 

to extract!!!
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Speech recognition (early 90’s – 2011)

Object recognition (2006 – 2012)

Modern Pattern Recogniton

Low level 

features

Mid level 

features

MFCC
Learned
Classifier

HornMixture of 
Gaussian

Fixed
Features

Unsupervised
Learning

Supervised
Learning

Low level 

features

Mid level 

features

SIFT/HoG
Learned
Classifier

CarK-means
Sparse Coding

Fixed
Features

Unsupervised
Learning

Supervised
Learning

Pooling

Is this the best 
thing to do?

And what about 
these features?



25

What is Deep Learning after all?

Machine Learned
Features

Learned
Classifier

setosa

Learned feature

Le
ar

n
e

d
 f

ea
tu

re

Optimized for 
the task!

Easier to learn!
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What is Deep Learning after all?

Learned
features

Learned
Classifier

setosaLearned
features

Learned
features

Hierarchical representation 
optimized for the task!Learn from data!

Deep Learning is about learning 
data representation from data!

But which data?
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What’s behind Deep Learning?

According to MIT, it was 
all about massive 

computational power
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What’s behind Deep Learning?

The Economist got it right! 
It is all about (Big) Data

According to MIT, it is 
all about massive 

computational power
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You will learn to read this! 
(required to pass the exam)
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https://github.com/luanfujun/deep-photo-styletransfer

https://github.com/jcjohnson/neural-style

https://github.com/jcjohnson/fast-neural-style

https://ml4a.github.io/ml4a/style_transfer/

https://github.com/luanfujun/deep-photo-styletransfer
https://github.com/jcjohnson/neural-style
https://github.com/jcjohnson/fast-neural-style
https://ml4a.github.io/ml4a/style_transfer/
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https://github.com/alexjc/neural-enhance

https://github.com/alexjc/neural-enhance
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thiscatdoesnotexist.com
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thispersondoesnotexist.com
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It’s all about features ...

Deep Learning
(2012 – ...)Le

ar
n

ed
Fe

at
u

re
s

Learn from data!

Deep Learning is about learning 
data representation from data!

Learned
Classifier CAR

Le
ar

n
ed

Fe
at

u
re

s

Le
ar

n
ed

Fe
at

u
re

s
But which data?

That’ what you’ll 
learn in this course!
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